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ABSTRACT

Cyber attacks which are malicious and deliberate ane of the major ultimatums that hit the businesganizations and
institutions every day. Despite of having varioyber defense systems, Web Application Firewallsusions are the
common threats that exist till today. Intrusion elgion systems are the new generation securityntédobies and they
detect the known attacks and also the unknown #fiersystem is affected by an attack. The neegriicting the
detection accuracy of an attack is one of the mafrcerns. Here we propose an intrusion detectiodehthat predicts
the accuracy of attack detection and performancenvaluated on NSL-KDD, an effective benchmark eédtasing

machine learning technique.
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INTRODUCTION

Cyber attacks strike the businesses every day. Hasye the potential to evade the network and haek useful
information of an origination or an individual betting unauthorized access to their systems. Thisothing but the
intrusion and an attempt made to exploit the camfidhlity of an organization or an individual. WApplication Firewalls
are one of the technologies used to mitigate cyltaicks by filtering the http requests. WAF is adwaare or software
used in between the networks to mitigate the astdogkusing some policies. These policies will safrd the system by
vulnerabilities by filtering the malicious conteftts been clear that firewalls alone are not erotaysecure the network as

it does not counter the attacks occurred outsidesyistem or network.

Intrusion Detection System (IDS) serves bettertfas existing challenge of WAF and is considerecaasew
generation of security technology. IDS mainly foars detecting the attacks rather than preventib& is extensively
used as it overcomes the major drawback of WAFs Taves the way to new technology, IDS can be ifiledsnto
mainly two streams; anomaly based intrusion deiacslystem and misuse or signature based intrugtectbon system.
Misuse based IDS is used extensively where thdesssrisk of cyber attacks as it detects onlyki@wn or predefined or
programmed attacks. Anomaly based IDS system it Weger the observation to figure out the behaviprafile of the

system. Whenever a deviation occurs beyond the aldsehavior it is flagged as attack.
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Machine learning is capable of extracting the patteof attacks or intrusions, to build a normal d&ebr of a
system, to classify the attacks, to gain high amoyiin attack detection and mainly in assisting gbeurity experts to
analyze the pattern of attacks. In this paper, resent the application of machine learning to sityn detection. NSL-
KDD dataset has been used and performance is ¢edlbg different metrics like accuracy, specificiéyd sensitivity and

computation time.
Types of Cyber Attacks

Many researchers and experts have termed or defigbdr attack as a malicious code that can evadecdimputer
network or system that has the capability to exphe user information and used by hackers fornsffee work. Some of

the common types of cyber attacks are as follows:

Malware: It is the software which is specially designedisrupt the network and it describes ransome, wprms
spyware and viruses. Malware contraventions a métwlrough vulnerability, when a user opens a nalis mail or

clicking an unsafe link.

» Some key component access will be lost or blocked.
» Harmful software or a malware will be installedtfire system.
e Spyware covertly obtains data into the system ftloenhardware.

» Makes the system inoperable.

Phishing: It is sending a fraudulent messages or suspidioks through email as if it is coming from a repdtsource.
This type of practice is said to be phishing attanll one of the common vulnerabilities. The mairiveohere is to steal

the sensitive information like debit or credit passds and others.

Man-in-the-Middle Attack: This is also known as Eaves-dropping, occurs wherthird person or attacker interfere a
two-party transaction or communication. The seratet receiver will never come to know about the rimathe middle

and they exchange information. This information W& recorded by the attacker and used for offengiwposes.

Daniel-of-Service-Attack (DOS):we usually come across situations like mailboyaaerver flooded with lump sum of
requests. This kind of situations is DOS attackenetihe attacker launches the enormous requesihtmst the resources
of the network bandwidth.

Sql Injection: when a server gets injected by a malicious codeuses SQL, it forces the server to reveal or agethe

information to the attacker. This kind of vulneiapiis termed as SQL injections.

Zero-Day-Exploits: it requires constant consciousness. Here thekaigmerformed before the solution to vulnerabilgy

implemented by the server or the network.

U2r Attack: User to root attack is one of the widely knownnarhbilities and tries to attack the entire netwatien

accessing it legally.

R2| Attack: Remote to Local attack is also similar to U2R @tfat creates vulnerability by hacking the entietwork by

gaining unauthorized access to network.

Probe: it collects information about the network activily inserting a malicious program or a device &ew point of

network. Through a weak point in the computer sygpeobe attack is evaded and gains access to Hetwor

Impact Factor (JCC): 5.6125 NAAS Rating 2.96
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METHODOLOGY

Main objective of the proposed model is to imprdhe attack detection accuracy using machine legrritere we
incorporate Support Vector Machine algorithm anadan Forest Model; finally we compare both the ltssa terms of
accuracy using NSL-KDD dataset.
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Figure 1: Intrusion Detection Framework Architecture.

Dataset Description

e The dataset consists of no redundant values scldmifier algorithm works well to distinguish thdacks and
does not give biased result.

e Test set does not consist of replicated data aglds/better reduction rates.
» The dataset consist of 10,000 rows and 43 colufirest. data is taken as 30% and remaining is trained.

The model is based on Machine Learning conceptreviiee data is preprocessed and split into traiming
testing dataset to get better accuracy. Suppornovétachine and Random Forest Algorithm Modelsiamglemented and

compared for highest detection accuracy. Randoragtgields better precision and accuracy over SVM.
Support Vector Machine

SVM is a binary classifier algorithm based on statal learning technique for both regression aladsification tasks. It
has a wide variety of applications and recent adearents are its use in information security. The fmportant
advantages of SVM are its ability of overcoming these of dimensionality and generalisation natnee of the main
reasons to use SVM in intrusion detection is itditglio detect the attacks or intrusions. Despfdts advantages SVM
has some drawbacks when it is applied in IDS. Bairsgipervised machine learning algorithm its more tconsuming,

requires labelled data for efficient learning.
Random Forest Model

Random decision forest or random forest algoritlemaliso known as ensemble learning model. It is dsedboth
regression and classification tasks as it functlonbuilding multiple decision trees at the tramimeriod of data and gives

the output as mean prediction class.
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Random forest is considered to be the best appnoatiirusion detection as it is easy to use, gpoetiction

results are often obtained by hyper-parameterstamelds 99% accuracy in attack detection.
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Figure 2: Random Forest Model.

LITERATURE REVIEW

Author states that [1] with the increase in seyaitd number of attacks; information flourishing day by day on internet,
World Wide Web has become a place for attackersl there comes a strong need for securing data esenmting
intrusions. In this paper, they have analysed tterbquests to know the web attacks pattern asgjde CNN to detect the

attacks and evaluate the performance.

In this paper [2] author discusses the importarfcachine learning and Deep Learning Models inusion
detection. Earliest attack detection techniquesfiilewalls are not enough to safeguard the tageters and systems. They

propose deep learning models produces better agcurattack detection using CSIC 2010 datase¢vatuation.

According to [3] Optimising the performance of I@8e to dynamic properties of data and intrusiorabigturs,
need for securing and improvising the existing IB& major requirement in information security tpdslachine learning

approach helps in improvising the performance @& Ib efficient manner.

As stated in [4] Web Applications and Web serveesthe common venue for the attackers and todagiitles as a
global threat in information security. HTTP reqeestre the main form of attacking strategy attaclkaveays use.
Flourishing the user’'s mailbox with hundreds ofljumails and malicious links, sending malicious hitguests are the
various ways of attacking. By collecting the norrhahaviour of http logs and constructing a normmafile of the system

using feature extraction.

In [5] a recurrent neural network sequence-to-segeisystem call has been proposed to overcomeadhddck of
IDS that are not efficient to predict the behaviotithe system. Using the trained model and syst&lia sequence, we can
predict the intrusion behaviour. By improvising #estem calls sequence anomaly detection algorstifficiency can be

increased.

In this research [6] authors states that many relsezonducted on intrusion detection have madeofisearious
benchmark dataset like DARPA, KDD Cup 99, etc. Dragks of these datasets has been overcome by NELeldEaset and is
widely been used in intrusion detection. This papamly deals with four attributes of dataset,ficatontent, host and basic.

The empirical analysis of these attributes resultsistainable dataset to achieve less false a&e® and high accuracy.
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Here [7] the authors mainly focuses on four maypes of attacks which the IDS deals with, DoS, BroBl, U2r,
normal. Among these they made a consistent studiy2iR attacks User-to-Root Attacks which leads mamaficious
functions like dictionary attack, social enginegrthreats and sniffing passwords. Many learning ef®tike J48, Random

forest, Naive Bayes, Multiple preceptron are useachieve accuracy.

In this paper [8] advancements in online serviaed eulnerabilities attached to these services &eudsed. In
order to discover the newly caused threats, web fogm the web servers are collected to build anabbehavior of the

system so that any deviations from the built betras@an be flagged as an attack or threat.

Author has made a comparative study on Classifinatlgorithms for intrusion detection [9]. Top t&assification
models have been compared namely, J48, LogisticeRsign, PART, SGD, BayesNet, IBK, Random ForegtREPTree.
Experimenting with these top classification modelSVEKA environment, the author has concluded thedision tree
algorithm comes out as the best classifier. RF incat@es out as high accuracy predictor and IBKgd&es computational

time. By implementing these IDS may work better gah high performance.

Using Novel approach of Honey Tokens [10] authas peoposed an IDS model to secure critical infrastire
networks. Encrypted pointers and honey tokenserfrdime helps in trapping the attacker, by dividimg network into four
different pools or divisions. All these pools inporate different encryption algorithms like AES-12ES-192, and AES-

256, etc to reduce the false alarm rates in IDpeEmental results are shown in realistic condgion

Offering a secured environment or path for web Aggions are not easy task. Not only a securedr@mvient
serves web app to be safe but the other main p&gesriike up-to-date shared hosts, system confiiguns also matters.
However Web Application Firewalls tries to fill thigap, it fails to do so. In this paper [11] anraaty based intrusion

detection model is proposed to safe web application

EXPERIMENTS AND RESULTS

Experiments are performed using python in JupiteteNook using 30% of the NSL-KDD dataset as tedatg. First data
pre-processing and removal of null values in daetgparformed. Data analysis is done by plottingxAttack variable with
different attributes like dst host rerror_rate, wark service on the destination, dst host samepert rate, and

srv_serror_rate and protocol type.
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Figure 3: Barplot of Xattack Vs Dst_Host_Rerror_Rae.
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Figure4: Bar Plot of Xattack Vs Service.
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Figure 5: Bar Plot of Xattack Vs Dst_Host
Same_Src_Port_Rate.

Accuracy of Support Vector Machine is evaluateabyg of the performance metric Confusion matrix.
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Figure 6: Confusion Matrix For SVM.

Similarly Random forest mode is also evaluatedheygerformance metric Confusion matrix.
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Confusion Matrix
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Figure 7: Confusion Matrix for RF Model.

Then we apply support Vector Machine to calcultie accuracy and precision of the model which yi€d%
accuracy for the test data.

Finally, we use the Random Forest model to pratietaccuracy of the model and it yields 93% fortdst data.
Comparison of both models is plotted using barsplot
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Figure 8: Comparison of SVM and RF Model.

CONCLUSIONS

Over the past few years, increasing in the numbaitacks and its severity, need for improving ¢xésting IDS is one of
the major tasks to be carried out in Informationusity. So we presented the design and implememtat efficient IDS by

using Random Forest Model to overcome the existiagvbacks of IDS and we try to improve the attagtedtion accuracy
of the system. A Django interface is created wisicbws the accuracy prediction of the system foiouarattacks for better
visualisation and understanding of the system.
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